
Received: 18 July 2018 | Revised: 2 November 2018 | Accepted: 6 December 2018

DOI: 10.1002/bit.26898

AR T I C L E

Population collapse and adaptive rescue during long‐term
chemostat fermentation

Navneet Rai1,2 | Linh Huynh1,2 | Minseung Kim1,2 | Ilias Tagkopoulos1,2

1UC Davis Genome Center, University of

California, Davis, California

2Department of Computer Science, University

of California, Davis, California

Correspondence

Ilias Tagkopoulos, UC Davis Genome Center,

University of California, Davis, CA 95616.

Email: itagkopoulos@ucdavis.edu

Funding information

Army Research Office, Grant/Award Number:

W911NF1210231; National Science

Foundation, Grant/Award Numbers: 1516695,

1254205

Abstract

Microbial fermentation is an essential process for research and industrial applications, yet

our understanding of cellular dynamics during long‐term fermentation is limited. Here, we

report a reproducible phenomenon of abrupt population collapse followed by a rapid

population rescue that was observed during long‐term chemostat cultivations, for various

strains of Escherichia coli in minimal media. Through genome resequencing and whole‐
genome transcriptional profiling of replicate runs over time, we identified that changes in

the tRNA and carbon catabolic genes are the genetic basis of this phenomenon. Since

current fermentation models are unable to capture the observed dynamics, we present an

extended model that takes into account critical biological processes during fermentation,

and we further validated carbon source predictions through forward experimentation. This

study extends the predictability of current models for microbial fermentation and adds to

our system‐level knowledge of cellular adaptation during this crucial biotechnological

process.
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1 | INTRODUCTION

Bacteria live in dynamic environments and have evolved a plethora of

strategies, such as growth stagnation (Fridman, Goldberg, Ronin, Shoresh,

& Balaban, 2014; Rai, Rai, & Venkatesh, 2015) and genetic modifications

(Toprak et al., 2012) to cope with environmental variation (Denamur &

Matic, 2006; Elena & Lenski, 2003; Feng, Lampel, Karch, & Whittam,

1998). These strategies emerge through evolutionary processes, such as

random drift, natural selection, and horizontal gene transfer (Mozhayskiy

& Tagkopoulos, 2012; Ochman, Lawrence, & Groisman, 2000) and are

manifested through mutations in coding sequences (Toprak et al., 2012)

or gene amplification (Blount, Barrick, Davidson, & Lenski, 2012;

Dragosits, Mozhayskiy, Quinones‐Soto, Park, & Tagkopoulos, 2013).

Permanent genetic changes may give rise to strains with redesigned gene

regulatory networks (Taylor et al., 2015) and other interesting traits, such

as increased protein activities (Glieder, Farinas, & Arnold, 2002; Hoesl

et al., 2015). In stressful environments, organisms exhibit a rich repertoire

of responses that are either due to direct physical and chemical effects to

cellular proteins (Guo & Gross, 2014), DNA (Lopez‐Garcia & Forterre,

2000), structural molecules (Raivio, 2005) and other compounds within

the cell (Ye et al., 2012), or part of an elaborate response program that

initiates and often tightly regulated (Tan & Ramamurthi, 2014). Early on,

this is manifested with a drop in growth rate, phenotypic and

physiological changes (Barria, Malecki, & Arraiano, 2013; Mañas &

Mackey, 2004), and later on through the fixation of adaptive mutations,

which emerge in times scales that range from hours to days, depending

on the type and the magnitude of the selection pressure (Good,

McDonald, Barrick, Lenski, & Desai, 2017; Zhang et al., 2011; Zorraquino,

Kim, Rai, & Tagkopoulos, 2017). Bacteria devise several strategies, such

as developing persistence, inducing biofilm formation and making

permanent changes in the genome, to rescue themselves, when

encounter stressful environments. For example, in a genetically homo-

genous microbial population, a fraction of cells, when encounter the

antimicrobial, become metabolically dormant and stop the growth. These

cells are called persister cells and when antimicrobials are removed from

the environment, these cells resume the growth (Jõers, Kaldalu, &

Tenson, 2010; Wood, Knabel, & Kwan, 2013). Alternatively, several

bacteria, under sublethal antibiotic concentration, induce the cellular

machinery responsible for the formation of thicker biofilm, making them

more tolerant (Fux, Costerton, Stewart, & Stoodley, 2005). If the
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environmental stress persists for longer duration, bacteria make

permanent genetic changes to rescue themselves (Zorraquino

et al., 2017).

Studies of bacterial evolution have mostly been performed under

batch culture conditions in shake flasks or 96‐well plates, which are cost‐
effective, easy to operate and do not require special instrumental setup.

The batch and fed‐batch environments can be particularly dynamic and

difficult to model due to the large number of parameters involved. In

addition to serial dilutions as a method used to study the adaptation and

evolution of bacterial cultures (Blount et al., 2012; Zorraquino et al.,

2017), chemostats have been used for evolutionary studies when

controllability, reproducibility, and continuous growth in a well‐controlled
static or dynamic conditions is critical (Gresham &Hong, 2015; Hoskisson

& Hobbs, 2005). Industrial applications of bacterial biofermentation in

batch, fed‐batch, and chemostat cultures are many and their value in the

billions of dollars per year (Rossouw & Bauer, 2009; Selvamani, Friehs, &

Flaschel, 2014; Vaiphei, Pandey, & Mukherjee, 2009). In industrial

processes, the product yield, quality, and cost are influenced by the

interactions between media components and the host strain (Gudiña,

Teixeira, 2011; Hahn‐Hägerdal et al., 2005). Despite their importance in

both industrial and research applications, there are critical knowledge

gaps when it comes to the comprehensive understanding of the

molecular basis of long‐term chemostat fermentation. Concomitantly,

the current computational models are unable to capture the complex

nonlinear dynamics that take place in such environments, hence

constraining our options to a trial‐and‐error approach. As such, creating
an accurate computational model that can generalize its predictions in

novel environments is one of the grand challenges in computational

biotechnology (Carrera et al. 2014; Kim et al. 2016; Kim and Tagkopoulos

2018; Kim et al. 2015; Mozhayskiy and Tagkopoulos 2013; Wang et

al. 2018).

In an effort to bridge this gap, we systematically exposed E. coli

strains in different media compositions under a chemostat environment

for 15–20 days (between 36 and 49 volume changes at dilution rate

(D) = 0.1 hr−1). Then wemapped the genome‐wide transcriptional, genetic,
and phenotypic changes of these cells, in an effort to understand both the

processes and stages of phenotypic adaptation in a constant flow

dynamic environment. We used these data sets to train extended

mechanistic models to describe observed phenotypes and guide

experimentation in uncharted experimental spaces (Figure 1). Interest-

ingly, we recorded several reproducible phenomena including cell size

elongation and an unexpected dynamic peak‐valley cell density profile, a

newly described phenomenon that we will refer to as stress‐and‐rescue.
Whole genome resequencing was performed to investigate genotypic

changes and RNA‐Seq was used to identify differentially expressed genes

(DEGs) at focal points during the course of the experiment.

2 | MATERIALS AND METHODS

2.1 | Strains and media

Evolutionary studies were performed with E. coli strains MG1655, HG105

(Garcia & Phillips, 2011), and BW25113 (Baba et al., 2006). For short‐
term preservation, cells were maintained on Luria Bertani (LB) agar plates

and stored at 4°C. When required, a single colony was inoculated in LB

broth and grown at 30°C in an incubator shaker (Innova 4230; New

Brunswick Scientific, Edison, NJ) operating at 200 rpm. Long‐run
evolution studies were either done in LB broth or M9 media (Sambrook

et al., 2001) supplemented with 0.2% casamino acids, 1mM thiamine

hydrochloride, and either glucose or glycerol as a carbon source.

2.2 | Chemostat and long‐run evolution

A single colony of required E. coli strain was inoculated in 5ml LB for 8 hr

at 30°C in an incubator shaker and subsequently transferred to 100ml of

seed media. Seed medium was either LB or M9 salt media containing

F IGURE 1 Overview of the
experimental setting and computational
approaches. Seed cultures of different

strains of E. coli were prepared and then
transferred to six parallel 1 L chemostats.
Dilution rate was maintained at 0.1 hr‐1.

Cells were harvested at desired time points
for cell density, cell size, genetic, and
transcriptional profiling. The

computational model was developed and
trained to capture the dynamics of cell
density and subsequently predictions were

experimentally validated [Color figure can
be viewed at wileyonlinelibrary.com]
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either glucose or glycerol. Seed culture was grown overnight at 30°C in

an incubator shaker. Following day, fermenter vessel (Biostat Q+;

Sartorius Stedim, Goettingen, Germany) containing 900ml of required

sterile media was inoculated with the seed culture, and chemostat was

started at D=0.1 hr‐1. Operating volume of the chemostat was

maintained at 1 L using two peristaltic pumps (Master Flex; L/S, Cole‐
Parmer, Vernon Hills, IL). Dissolved oxygen was maintained above 40%,

temperature at 30°C, agitation at 600 rpm, pH was kept constant at 7.0

by adding 2M NaOH, and antifoam (Antifoam 204; Sigma, St. Louis,

MO)was added automatically when required. Cells were harvested from

the chemostat at the required time points.

2.3 | Whole genome resequencing

Cells from 1ml of culture growing in 0.4% glycerol M9 chemostat were

harvested at the specified time points. Cells were pelleted down at

13,200 rpm at room temperature and stored at −80°C until use. Geno-

mic DNA (gDNA) was isolated using a Wizard Genomic DNA

Purification Kit (Promega, Madison, WI). Integrity of gDNA was checked

on 0.8% agarose gel. Concentrations of gDNA were measured using

NanoDrop (Thermo Scientific, Waltham, MA). For the library prepara-

tion, approximately 5 μg of gDNA was fragmented in a bioruptor

(Diagenode, Denville, NJ) sonication apparatus. Libraries from fragmen-

ted DNA were prepared using KAPA Library Preparation Kit (Kapa

Biosystems, Wilmington, MA). Size selections of libraries were

performed using Agencourt AMPure XP (Beckman Coulter, Brea, CA).

Quality of individual library was checked on Bioanalyzer (Agilent

Technologies, Santa Clara, CA), and subsequently libraries were pooled

together and sequenced at Illumina Hiseq. 2500 platform running in

high throughput mode (Paired end, 100 cycles). Based on the pre‐
designed barcodes, the fastQ file generated by the machine was

demultiplexed into individual file corresponding each gDNA sample (see

Supporting Information Methods for the details of analysis).

2.4 | Gene expression analyses

Cells growing in 0.4% glycerol M9 chemostat were harvested at 72, 150

and 300 hr. At defined time points, 1ml of growing culture was mixed

with chilled 0.5ml 5% phenol/ethanol (vol/vol), and cells were pelleted

down at 13,200 rpm at 4°C. Cell pellets were stored immediately at −80°

C until use. RNA was extracted using a RNeasy kit (Qiagen, Hilden,

Germany). Quality of RNA was checked on 1.5% denaturing agarose gel.

mRNA enrichment was performed using Bacterial mRNA Enrichment Kit

(Thermo Scientific, Waltham, MA). Libraries from mRNA enriched

samples were prepared using Kapa standard RNA‐Seq library preparation

kit (Kapa Biosystems, Wilmington, MA). Double size selections of the

libraries were performed using Agencourt AMPure XP (Beckman Coulter,

Brea, CA). Quality of individual library was checked on Bioanalyzer

(Agilent Technologies, Santa Clara, CA). All libraries were pooled together

and sequenced by Illumina Hiseq. 2500 running in high throughput mode

(single end, 50 cycles). DEGs common between 150 and 300hr were also

analyzed and functional annotation was performed using the GSEA

software (Subramanian et al., 2005). GSEA gene sets used were

downloaded from bioinformatics.org/go2msig (gene sets used can be

provided upon request). Minimum lengths of the RNA‐Seq libraries were

200bp, so most of the tRNA, which are less than 100 nucleotide long

(Sharp, Schaack, Cooley, Burke, & Soil, 1985), will be lost during

fragmentation and size selection steps of the library preparation, hence

tRNAs were excluded in the analysis. See Supporting Information

Methods for the RNA‐Seq data analysis and DEG analysis.

2.5 | Growth rate measurements

A single colony each of ancestor and evolved MG1655 strains were

inoculated separately in 1ml LB broth and grown overnight at 30°C in an

incubator shaker operating at 200 rpm. Following day, 3 μl of the growing

cultures were taken and inoculated into 197μl of 0.4% glycerol M9

media in a 96‐well flat‐bottom plate (Costar, Kennebunk, ME). Growth

profiles were measured in a plate reader (BioTek Synergy HT, Winooski,

VT) operating at 30°C. Cell densities were measured every 15min at

600nm wavelength. Growth rates were calculated using an automated

script in the MATLAB. Growth rates were determined by calculating the

differential between 10% and 90% of cell density using a virtual sliding

window with a width of 1 hr and sliding every 15min. For each growth

profile, highest value of differential was considered as maximum

growth rate.

2.6 | Phase contrast imaging and cell size
measurement

One milliliter culture was taken, and cells were pelleted down by

centrifugation at 10,000 rpm for 5 min. Pellets were dissolved in an

appropriate volume of M9 salt medium. Five microliters of E. coli

suspension was placed on a microscope slide (Corning, NY) and

pressed gently under a coverslip to fix the cells. 100X phase contrast

images were taken using Axio Lab.A1 (Zeiss, Oberkochen, Germany)

microscope. Length of 100 E. coli cells were measured at 0 and

152.67 ± 8.67 hr using ImageJ (imagej.nih.gov/ij/). Subsequently,

mean cell‐length and standard error of mean were calculated by

the OriginPro statistical analysis software (OriginLab Corporation).

2.7 | Computational simulation

We used MATLAB to simulate the model. All the code, initial conditions,

and a walkthrough on how to reproduce the simulation results are

publicly available at https://ibpa.github.io/ChemostatModel

3 | RESULTS AND DISCUSSION

3.1 | Reproducible stress‐and‐rescue phenomenon
in long‐term chemostat settings

Parallel chemostats with 0.4% glycerol M9 minimal media operating

at 30°C were established. In this setting, growth profiles of E. coli

MG1655 cultures were measured up to 360.3±11.7 hr in biological

triplicates. D was maintained at 0.1 hr−1 and pH was maintained at
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7.0 by automatically adding 2M NaOH. We observed that each

chemostat culture achieves steady state cell density at 48 hr and

maintains it for 77 ± 2.85 hr (Figure 2 and Supporting Information

S1A). After 77 ± 2.85 hr the chemostat destabilizes and the cell

density decreases with an exponential rate to an optical density

(OD)600 of 0.55 ± 0.06 at 152.67 ± 8.67 hr. Interestingly, the chemo-

stat cultures maintain anOD600 close to 0.6 ± 0.07 for 33.67 ± 4.41 hr

and then cell density increases until it regains a steady state OD600 of

4.35 ± 0.35. Once this occurs, it maintains that cell density until the

completion of the experiment. This phenomenon was observed in all

glycerol M9 chemostat cultures we administered in this study. We

observed that the E. coli cells elongated substantially with the

progression of the chemostat, with a maximum elongation at

152.67 ± 8.67 hr. The average cell diameter at 0 hr was observed to

be 2.8 ± 0.14 μm and at 152.67 ± 8.67 hr, it was nine‐fold larger at

23.4 ± 1.5 μm. Interestingly, cell size reverts to normal as cell density

increases and then maintains normal values until the end of the

experiments (360.3 ± 11.7 hr). This phenomenon is not limited to the

MG1655 strain, as we reproduced it with all strains tested, including

the HG105 (Garcia & Phillips, 2011) and BW25113 (Baba et al.,

2006) strains (Figure 3a, Supporting Information S1B and S2).

Further experiments were performed to measure the depen-

dency of the observed drop in cell density on the media composition.

E. coli MG1655 cells were grown in M9 salt chemostats supplemen-

ted with glucose, and in LB broth, separately (Supporting Informa-

tion Figure S1C and D). This phenomenon was only observed in the

chemostats with the minimal M9 media, hence, there is a dependency

between the stability of steady state cell density and the growth

medium composition. To find out, if evolution in 0.4% glycerol M9

media provides any growth fitness, growth measurements were

performed in a plate reader. It was observed that the evolved

MG1655 population was growing significantly faster than the wild‐
type MG1655 (Supporting Information Figure S4).

Next, we investigated whether the rescued cells had acquired

genetic changes that protect them from the stagnation in growth if

the experiment was to be repeated. To test this hypothesis, evolved

MG1655 and HG105 cells from the terminal time points of the

glycerol chemostat were harvested and spread on LB agar plates.

Colonies from these fresh plates were picked‐up and glycerol M9

chemostats at 30°C were initialized with the same conditions as

previously. Interestingly, these evolved cells maintained the normal

steady state cell density and cell size throughout the experiment

(Figure 3b, Supporting Information S3), suggesting that permanent

genetic changes are responsible for this adaptation. Growth rates of

the wild‐type and evolved strains were also measured in 0.4%

glycerol M9 at 30°C in a plate reader. In all cases, the evolved

MG1655 outperformed the growth rate of ancestral wild‐type
MG1655 strain by 52.8% ± 21.4%.

3.2 | Transcriptional and ontology analysis

Transcriptional profiling was performed to identify changes

in biological processes before, during and after cell adaptation. Cells

were harvested at three time points corresponding to the

pre‐adaptation steady state (72 hr), the lowest OD state (150 hr),

F IGURE 2 Growth profile and cell size dynamics of Escherichia
coli MG1655 in a 0.4% glycerol M9 chemostat at 30°C. The

population overshoots, then stabilizes between 48 to 72 hr. After 72
hr, population starts collapsing which is rescued at 150 h by adaptive
mutations and finally stabilizes at an optical density(OD) of 4 around

250 hr. For each condition, chemostats were performed in triplicate.
At desired time points, samples from each chemostat were drawn
three times to measure the technical errors. OD values are given as

the mean ± SEM (n = 3; technical replicates) [Color figure can be
viewed at wileyonlinelibrary.com]

F IGURE 3 Growth profiles and cell size dynamics of wild‐type and evolved Escherichia coli strains in a 0.4% glycerol M9 chemostat operation
at 30°C. (a) Growth profiles and cell size dynamics of wild‐type HG105. (b) Growth profiles and cell size dynamics of evolved MG1655.

Population collapse is observed in wild type but not in evolved cell populations. Optical density (OD) values are given as the mean ± SEM
(n = 3; technical replicates) [Color figure can be viewed at wileyonlinelibrary.com]
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and the adapted state (300 hr). Compared with 72 hr, 1233 and 33

genes were differentially expressed (fold change > 2) at 150 hr and at

300 hr, respectively (Figure 4). Interestingly, 21 of the 33 DEGs exist

both in 150 and 300 hr, corresponding to bacterial motility and

response to stimulus (Dragosits et al., 2013; Franchini & Egli, 2006;

López‐Maury, Marguerat, & Bähler, 2008).

In agreement with our microscopy observations, cell growth, cell

wall and cell membrane genes were differentially expressed

(Figure 4; Supporting Information Table S1; see DEGs clustering by

GSEA in Supporting Information Material), as they play a major role

during stress adaptation (Atsumi et al., 2010; Dragosits et al., 2013;

Sandberg et al., 2014). Similarly, bacterial motility genes were also

found to be perturbed and downregulated (Maurer, Yohannes,

Bondurant, Radmacher, & Slonczewski, 2005). Glycerol metabolism

genes, such as glpQ and glpD were also upregulated. Interestingly,

genes gnsA, sulA, and dinD, which are involved directly or indirectly

with the cell elongation, were induced at the 150 hr (Huisman, D’Ari,

& Gottesman, 1984; Ohmori et al., 1995; Sugai, Shimizu, Nishiyama,

& Tokuda, 2004). As expected, numerous genes related to stress

response were differentially expressed. sulA, a SOS response‐related
gene is upregulated at the 150 hr (McKenzie, Harris, Lee, &

Rosenberg, 2000). SulA binds to and inhibits the assembly of FtsZ

by a simple sequestration method (Chen, Milam, & Erickson, 2012).

FtsZ is a bacterial cytoskeletal protein involved in the cell division,

and it has been reported that E. coli cells with low levels of FtsZ form

filaments, which is in agreement with our phenotypic characteriza-

tion with microscopy (Dai & Lutkenhaus, 1991). Other SOS

responsive genes such as recA, dinD, and dinF were also upregulated.

The dnaK and dnaJ genes, which encode the HSP70 heat shock

response system, were also induced. The mazG gene, which encodes a

nucleoside pyrophosphohydrolase hydrolyzing noncanonical dNTPs,

was also induced. Induced level of MazG helps cells survive under

nutritional stress and also inhibits the growth rate (Gross, Mar-

ianovsky, & Glaser, 2006), which could be contributing to the loss in

cell density observed at 150 hr. Notably, enzymatic activity of MazG

is inhibited by an elevated level of MazEF (Gross et al., 2006), but in

our experiments, MazEF was not activated at 150 hr, hence MazG

was fully active. Other stress‐protecting genes such as oppA

(differential codon utilization) and cpxP (resistance to pH stress)

were also overexpressed.

3.3 | The genetic basis of adaptation to long‐term
chemostat cultures

Whole genome resequencing of the E. coli MG1655 cells collected at

representative time points during the chemostat cultivation (samples

at 0, 72, 150, and 300 hr; Figure 5) was performed to explore the

genetic basis of adaptation. Resequencing analysis showed that

biological replicates of E. coli MG1655 were following a parallel

evolution path in the chemostat.

3.3.1 | Biomodal growth and glycerol metabolism

Figure 5 depicts the mutations which were emerged at different time

points. From the target genes, glpR and gatZ are associated with the

glycerol metabolism (Lin, 1976; Tran, Maeda, Sanchez‐Torres, &

Wood, 2015). GlpR is the repressor of sn‐glycerol‐3‐phosphate
regulon which is composed of several operons (Schweizer, Boos &

Larson, 1985; Yang, Gerhardt, & Larson, 1997) responsible for the

metabolism of glycerol and glycerol‐3‐phosphate. Interestingly, a

recent study demonstrated that when Pseudomonas putida is grown in

glycerol supplemented growth media, it showed bimodal growth/no‐
growth patterns, with GlpR responsible for bimodal growth (Nikel,

Romero‐Campero, Zeidman, Goñi‐Moreno, & de Lorenzo, 2015). The

second gene gatZ is a member of the gat operon driving the galactitol

metabolism (Nobelmann & Lengeler, 1996). GatZ is a component of

F IGURE 4 Stress‐and‐rescue progression and differential pathway analysis. (a) The progression of the stress‐and‐rescue phenomenon. (b)

Cellular components and processes that were found significantly affected based on the Normalized Enrichment Score (NES) 150 and 300 hr in
0.4% glycerol M9 chemostat, with respect to the 72 hr time point (control). Genes involved in the chemotaxis were significantly affected at both
the 150 and 300 hr time points [Color figure can be viewed at wileyonlinelibrary.com]
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tagatose‐bisphosphate aldolase, which catalyzes a reversible reaction

D‐tagatofuranose 1,6‐bisphosphate glycerone phosphate + D‐glycer-
aldehyde 3‐phosphate. In presence of glycerol, GatZ can divert

glycerol catabolism products glycerone phosphate and D‐glyceralde-
hyde 3‐phosphate to the synthesis of D‐tagatofuranose 1,6‐bispho-
sphate, which is likely to result in growth inhibition. Thus, inhibition

of GatZ in a glycerol‐based chemostat leads to rapid growth after

rescue, in agreement with recent observations (Tran et al., 2015).

3.3.2 | Sigma factors and general stress response

One of the evolved strains had a mutation in crl. Crl is a

thermosensor with maximum concentration during the stationary

phase at 30°C (Bougdour, Lelong, & Geiselmann, 2004). Crl interacts

with one of the seven E. coli sigma factors (σ), and enhances the

transcription of general stress responsive regulon (Banta et al.,

2013). The complex of sigma factor and RNA polymerase core

enzyme initiates the transcription, and each sigma factor interacts

with a specific group of promoters (Österberg, Peso‐Santos, &

Shingler, 2011). Furthermore, several independent studies have also

reported that E. coli with mutations in crl demonstrated an improved

growth rate (Bougdour et al., 2004; Madan, Moorthy, & Mahade-

van, 2008).

3.3.3 | Gene regulation through tRNAs

Finally, several mutations were mapped in the intergenic regions of tRNA

encoding genes (see Table S2 in Supporting Information Material).

Several independent studies have demonstrated that cellular tRNA pool

might dynamically change upon stress to support the efficient translation

of adaptive genes (Torrent, Chalancon, de Groot, Wuster, & Madan Babu,

2018; Yona et al., 2013; Zhong et al., 2015), and that mutations in

intergenic regions influence the expression of upstream and downstream

genes (Sandberg et al., 2014). Further studies are required to identify the

exact mechanism, including hypotheses related to the fact that intergenic

regions of E. coli contain multiple small untranslated RNAs which regulate

expression of target genes such as iron storage and iron‐using genes in

iron limited environment (Argaman et al., 2001; Massé & Gottesman,

2002). Several other interesting mutations appeared in the resequenced

genome (Figure 5, Supporting Information Table S2).

3.4 | Predictive model of chemostat cultures

To better understand the dynamics of a long‐term chemostat culture,

we built a mathematical model based on a model by Herbert et al.

model (Herbert, Elsworth, & Telling, 1956) and first principles

governing growth (see Supporting Information Methods). However,

this basic model cannot explain the observed behavior and data

collected, due to the limitations (see Supporting Information Table S3

and Figure S5). To address them, we introduce an extended model

(see Supporting Information Table S3) including the following

extensions:

• Modeling the “overshoot” effect: Let KM and KC be two constants

that represent the dependence of the growth rate and the carbon

source uptake rate on the carbon source concentration (see

Equations 2 and 4 in Supporting Information Methods). We

simulated different values of KM and KC (Supporting Information

Figure S6) to understand when overshooting appears in the first

few hours of growth. The “overshooting” effect can be captured

when K KM C> . Therefore, let K K 1M Cα = / > , the growth rate

formula of Herbert et al model (see Equation (4) in Supporting

Information Methods) can be rewritten as

C
C K

.max
C

μ μ
α

=
+

(1)

Here, , maxμ μ , and C are the growth rate, the maximum growth rate,

and the carbon source concentration, respectively (see Supporting

Information Table S4).

• Nonlinear OD‐to‐carbon mapping: Some factors (e.g. acetate)

inhibit growth when the cell density increases (Shiloach & Fass,

2005). As such, the available carbon sources per cell will be

decreased, because of higher cell density and the efflux. Here, we

tried using a polynomial function and a Hill function to take this

dependence into account. We observed that the polynomial

F IGURE 5 Whole genome resequencing of MG1655 at four different time points. Escherichia coli MG1655 cells from the three 0.4% glycerol M9

chemostat replicate populations were collected at four time points (0, 72, 150, and 300hr) for the resequencing. Layers in the circles represent the
biological replicates. Mutations were marked with different colors for clarity at 300hr [Color figure can be viewed at wileyonlinelibrary.com]
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function gave a better prediction than the Hill function (see

Supporting Information Figure S7). Therefore, the equation that

describes the carbon source change in Herbert et al model (see

equation 1 in Supporting Information Methods) can be reformu-

lated as:

dC
dt

v
V

c C
B
V

r
B

K
1 ,

n
i

0 uptake
B

B( )( )= ( − ) − × + (2)

where C and B are the carbon source concentration and the biomass

respectively, ruptake is the maximum carbon source uptake rate, V v, i,

and c0 are the volume, influx‐rate, and the influx carbon source

concentration respectively, and KB and nB are parameters of the

polynomial function (see Supporting Information Table S4).

• OD drop: Since the stress‐and‐rescue phenomenon only appeared

in the minimum medium M9 but not in the rich medium LB (see

Supporting Information Figure S1), we hypothesized that the stress

was from the nutrient limitation. Therefore, the stress should be

modeled as a function of multiple variables including the cell

density, the glycerol, and the time. However, we observed that:

(1) There was a long time period (25 hr, from 55 hr to 80 hr, Figure 2)

when the OD was stable. Therefore, the glycerol concentration

was also stable in this period. However, the OD only dropped at

the end of this period. This implied that the stress did not appear

and affect the growth rate immediately due to the change in the

cell density or the glycerol concentration. Rather, there was a

delay between the time point the stress appeared to the time

point the stress affected the growth rate. Thus, neither the

glycerol concentration alone nor the cell density alone is

predictive for the stress.

(2) After the OD dropped, there was a long time period (10 hr, from

150 hr to 160 hr, Figure 2) when the glycerol was abundant

(since OD was very low, the consumption should be very small)

but the cell could not escape the stress. This implied that the

stress was not reversible by increasing the glycerol.

(3) The time point when the OD dropped and the trend of the OD

drop were quite similar in all four experiments (chemostats with

0.1%, 0.2%, 0.4%, 0.8% glycerol). It implied that the contribution

of the glycerol concentration was negligible in predicting the

stress and its effect on the growth rate.

Therefore, to satisfy (1) and (2), a complete model of the stress

must be a complex function of both the glycerol concentration,

the cell density and the time. However, considering the limited

availability of experimental data and limited understanding about

the impact of the stress to the environmental dynamics, it is not

advisable to build a complicated model while the role of the

glycerol concentration and the cell density is negligible. There-

fore, we modeled the stress by an empirical function of time only.

More specifically, the M9 medium does not provide required

nutrients for the balanced growth, resulting in cell stress, which in

turn reduces growth after a given delay T0. We used a sigmoid

function with a slope β to calculate the stress coefficient, a

quantity that is a function of time and can be thought as a weight

or probability:

e
Stress

1

1
.

T t0
=

+ β ( − )
(3)

Overall, the growth rate (Equation 1) is extended by factoring in

its relationship to the growth inhibition, the cell density stress

coefficient:

C
C K

1 Stress .max
C

μ μ
α

=
+

× ( − ) (4)

In all experiments, we manually set the delay T 1150 = .

• OD increase: After the OD drops, it appears that a fraction of

mutant cells grow and take over the stressed and nondividing cells.

As a result, OD starts increasing again and achieves the steady

state. We assume that the wild‐type (WT) cells and the mutant

cells share the same function form of up‐taking carbon source and

growing (Equations 5–8), but the parameter values of these

F IGURE 6 Model dynamics of chemostat cultivation for different
carbon source concentrations. Data from the 0.2% and 0.4% glycerol run

were used to make forward predictions for the 0.1% and 0.8% glycerol
cultures. The model simulations (continuous lines) and experimental data
(points) exhibit similar dynamics that match the change in carbon source
concentration in general. Dotted lines correspond to the basic model by

Herbert et al. (1956). For 0.1% glycerol, PCC and RSS/SS of the extended
model are 0.89 and 7.7/119 while the ones of Herbert model are 0.51
and 39.4/119. For 0.8% glycerol, PCC and RSS/SS of the extended model

are 0.91 and 28.3/695.6, while the ones of Herbert model are 0.34 and
421/695.6. All these PCCs and ratios are calculated from the predicted
ODs and experimental ODs of the wild‐type strain growth (0–150hr).

OD: Optical density; PCC: Pearson correlation coefficients; RSS: residual
sum of squares; SS: sum of squares [Color figure can be viewed at
wileyonlinelibrary.com]
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functions are different for each strain (i.e. rmax , maxμ , α). To simulate

the cell growth in an experiment, we divided the simulation into

two periods. In the first period (before the mutants appeared), the

parameter values of the WT can be described as

r r
C

C K
,uptake max

WT

C
=

+
(5)

C
C K

.max
WT

WT
C

μ μ
α

=
+

(6)

In the second period (after the mutants appeared), the parameter

values of the mutant can be described as

r r
C

C K
,uptake max

mutant

C
=

+
(7)

C
C K

.max
mutant

mutant
C

μ μ
α

=
+

(8)

Our current model cannot predict when the mutant population

will appear. Instead, the appearance of the adapted mutant was set

manually in our simulations at 150, 155, 160, and 155 hr for the

experiment with 0.1%, 0.2%, 0.4%, and 0.8% glycerol, respectively.

These time points were also used to divide the simulation into two

periods for each experiment.

Since the wild‐type strain was same in all four experiments (i.e.

with different glycerol concentrations), the model parameter

values of the wild‐type could be estimated by fitting the model

with experimental data of different experiments simultaneously. In

contrast, the mutant strain may be different in each experiment.

Given no other information, it is not possible to predict the growth

dynamics of adapted mutant cells, hence to capture these

dynamics, we had to train the model on each experiment

separately. As a result, four parameter value combinations were

estimated where each one was for the mutant of one experiment.

These four parameter value combinations and one of the wild‐
types were shown in Supporting Information Table S4.

Data from 0.2% and 0.4% glycerol experiments were used to

make forward predictions for the 0.1% and 0.8% glycerol cultures.

The simulation of our extended model can capture the experi-

mental data (Figure 6) for 0.2% glycerol and 0.4% glycerol. Most

importantly, the extended model gave a better prediction of the

wild‐type strain growth (0–150 hr) than Herbert model did for

0.1% and 0.8% glycerol experiment. Specifically, we evaluated the

prediction by the Pearson correlation coefficients (PCCs) between

the predicted ODs and the experimental ODs. PCCs of the

extended model were 0.89 and 0.91 for experiments with 0.1%

glycerol and 0.8% glycerol, respectively, while these PCCs of

Herbert model were only 0.51 and 0.34. In addition, we evaluated

the prediction by the ratio between the residual sum of squares

(RSS; between predicted ODs and experimental ODs) over the sum

of squares (SS) of experimental ODs. These ratios of the extended

model were 7.7/119 and 28.3/695.6 for experiments with 0.1%

glycerol and 0.8% glycerol, respectively, while these ratios of

Herbert model were 39.4/119 and 421/695.6.

4 | CONCLUSION

This study describes a stress‐and‐rescue phenomenon where E. coli

populations cease growth under stress, cells dramatically change

their phenotype by becoming filamentous, and the population

collapses only to be rescued by genetic modifications (Table 1) and

alternative expression patterns. Observed mutations are likely to be

random and may even pre‐exist in the population at low frequencies,

and then are fixed once the selection pressure makes them adaptive

(Galhardo, Hastings, & Rosenberg, 2007; Roy, 2016; Wrande, Roth, &

Hughes, 2008).

The phenomenon is reproducible and occurs for different strains

in minimal media. We expect this phenomenon exists due to the fact

that some essential metals are not available in minimal medium

cultures, as we do not see this phenomenon in rich media such as LB

broth. We systematically dissected this phenomenon by applying

computational and experimental techniques, which led to an

extended model of microbial chemostat fermentation, as well as

identification of the genetic and transcriptional basis of this

phenomenon.

Our results demonstrate that accurate mechanistic models to predict

the experimental trajectory of a chemostat setting are within reach. We

only experimented and validated the model with different levels of the

TABLE 1 Overview of the selected potential mutations observed in Escherichia coli MG1655 in 0.4% glycerol M9 chemostat at 30°C, which
could play significant role in the adaptation

Genes Pathway

Effect Novel References

Wild‐type Mutant

gatZ Galactitol degradation Slower growth Higher growth No Nobelmann and Lengeler (1996),

Tran et al. (2015)

glpR Glycerol metabolism Bimodal growth Normal growth Yesa Lin (1976), Nikel et al. (2015)

crL Transcription σS inducer, lower

growth

Higher growth No Banta et al. (2013), Bougdour et al.

(2004), Madan et al. (2008)

tRNA (intergenic region) Translation Normal translation Adapted translation No Yona et al. (2013)

aReported in Pseudomonas putida.
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same carbon source in a constrained environment, so further work is

needed if we aspire to produce truly predictive models that can be useful

for guiding experimentation or building an industrial process at‐scale. Still,
this study presents a clear advance on this front and it can serve as the

foundations for further extensions.

Aside from the apparent intellectual merit of presenting a

previously undocumented phenomenon, this study argues both for

the advantages and the limitations of chemostat fermentation. The

fact that the biological replicate trajectories were particularly

reproducible makes chemostats an asset in long‐term fermenta-

tion processes, such as adaptive laboratory experimentation. The

way the cells experience the stressful environment and escaped

from it is an excellent example of cellular plasticity, the behavior

they employ to cope with environmental variation and the

mechanisms that exist for short‐term (changes in expression) and

long‐term (genetic modifications) adaptation. Our results implicate

genes related to biomodal growth, carbon metabolism, cell

membrane organization, general stress response elements and

tRNA regulatory modifications. This and other similar work add

another piece of the microbial puzzle and brings us closer to

understand, predict, and engineer these “endless forms most

beautiful” of the microcosmos.
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